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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.
1
Scope

The present document is related to Study on NR Industrial Internet of Things (IoT) with a scope as defined in [2]. 
The document describes NR enhancements to Ultra Reliable Low Latency Communications (URLLC) and Industrial Internet of Things, which were analysed as part of the study such as data duplication and multi-connectivity enhancements, solutions for UL/DL intra-UE prioritization/multiplexing and Time Sensitive Networking support (TSN) via accurate reference timing delivery, QoS/scheduling enhancements for TSN traffic types, Ethernet header compression. Technical Report captures also performance analysis of TSN requirements defined in [3].
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP RP-182090 “Revised SID: Study on NR Industrial Internet of Things (IoT)”

[3]
3GPP TR 22.804: “Study on Communication for Automation in Vertical Domains”

[4]
3GPP TR 23.725: “Study on enhancement of Ultra-Reliable Low-Latency Communication (URLLC) support in the 5G Core network (5GC)”
…

[x]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

3
Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

TSN
Time Sensitive Networking

URLLC
Ultra Reliable Low Latency Communications

<ACRONYM>
<Explanation>

4
Data duplication and multi-connectivity enhancements
4.1
General
This section focuses on PDCP duplication and higher layer multi-connectivity aspects such as assessment of gains of duplication with more than two copies, potential enhancements to achieve resource efficient PDCP duplication and captures RAN aspects of higher layer multi-connectivity solutions.
4.2
Enhancements to PDCP duplication
4.2.1
Protocol aspects

Editor’s note: RAN2 responsibility
4.2.2
Radio access network aspects

Editor’s note: RAN3 responsibility

4.3
Higher layer multi-connectivity

4.3.1
Layer 2/3 protocol aspects

Editor’s note: RAN2 responsibility

4.3.2
Radio access network aspects

Editor’s note: RAN3 responsibility

4.3.2.1
Redundant user plane paths based on dual connectivity

4.3.2.1.1
Overview
This is the solution of “redundant user plane paths based on dual connectivity for Key Issue 1 captured in TR 23.725[4].

The solution will enable a terminal device to set up two redundant PDU Sessions over the 5G network, so that the network will attempt to make the paths of the two redundant PDU sessions independent whenever that is possible. 


[image: image3.emf] 


Figure 4.3.2.1.1-1: Overview of redundant user plane paths based on dual connectivity approach
4.3.2.1.2
Impacts on RAN
-
Attempt to establish and maintain dual connectivity when the need for redundant user planes are indicated for a pair of PDU Sessions

-
Set up dual connectivity in such a way that both the MgNB and the SgNB have an independent PDCP entity for handling the two independent user plane paths. This is supported in the specification already.
-
To achieve the use plane redundancy, one PDU session is setup as MN terminated MCG bearer, the other PDU session (of the pair) is setup as SN terminated SCG bearer.

4.3.2.2
Multiple UEs per device for user plane 
4.3.2.2.1
Overview

This is the solution “Multiple UEs per device for user plane” for Key Issue 1 captured in TR 23.725[4].

The solution will enable a terminal device to set up multiple redundant PDU Sessions over the 5G network, so that the network will attempt to make the paths of the multiple redundant PDU sessions independent whenever that is possible. 


[image: image4.emf] 


Figure 4.3.2.2.1-1: Overview of multiple UEs per device for user plane approach
4.3.2.2.2
Impacts on RAN
-
O&M configuration of the RAN RGs on a per cell level.

-
Prioritization of the handover of the UE to a cell whose RAN RG coincides with the UE RG, when such a suitable target cell is available.

4.3.2.3
Supporting redundant data transmission via single UPF and two RAN nodes
4.3.2.3.1
Overview

This is the solution of “supporting redundant data transmission via single UPF and two RAN nodes” for Key Issue 1 captured in TR 23.725[4].

This solution realizes the reliability of user plane between UPF and UE while the QoS flow redundant transmission in the PDU session is decided by SMF.
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Figure 4.3.2.3.1-1: Overview of redundant data transmission via single UPF and two RAN nodes approach
4.3.2.3.2
Impacts on RAN
-
The RAN node shall support redundant transmission via DC architecture with two N3 tunnels.

-
In case protocol stack option 1 in TS 23.725[4] is adopted, RAN need to ensure there is only one QoS Flow per DRB. 

4.3.2.4
Supporting redundant data transmission via single UPF and single RAN node
4.3.2.4.1
Overview

This is the solution of “supporting redundant data transmission via single UPF and single RAN node” for Key Issue 1 captured in TR 23.725[4].

In this solution the redundant packets will be transferred between UPF and RAN via two independent N3 tunnels, which are associated with a single PDU Session, over different transport layer path to enhance the reliability of service.
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Figure 4.3.2.4.1-1: Overview of redundant data transmission via single UPF and single RAN node approach
4.3.2.4.2
Impacts on RAN
-
The RAN shall be able to replicate the uplink packet and send the duplicate packets to the two N3 tunnels and eliminate the duplicate downlink packets.

5
Intra-UE prioritization/multiplexing
5.1
General
This section describes an aspect of intra-UE traffic prioritization and multiplexing considering data and control channels, different latency and reliability requirements and different types of resource allocations for both uplink and downlink directions.

5.2
Scenarios and use cases
Editor’s note: RAN2 responsibility
5.2.1
Overview

Intra-UE prioritization/multiplexing considers the cases wherein a UE confronts with DL/UL radio resource conflict between control/data traffics associating to different QoS requirements. For example, a UAV at a smart factory may have to concurrently cope with eMBB traffics such as surveillance video and URLLC traffics such as motion control. The objective of this section is to describe several scenarios of Intra-UE prioritization that this SI has identified for further investigation.

5.2.2
Scenario 1: Intra-UE DL Prioritization

In this scenario, a UE has been scheduled to receive DL traffics with different priorities, corresponding to different DL assignments received sequentially, but over the radio resources overlapping in time. 

5.2.3
Scenario 2: Intra-UE UL Prioritization: Resource Conflict between Configured and Dynamic Grants

In this scenario, a UE receives a dynamic grant for uplink transmission, the associated PUSCH of which overlaps in time with reserved uplink resources activated by either Type-1 or Type 2 configured grant. According to the priority rule defined in Rel-15, dynamic grant always overrides configured grant in situations of resource conflict between them. However, this may not be desirable in some cases as configured grants are typically used to cater URLLC traffics, and it may be problematic if URLLC can be punctured by another dynamic grant. 

5.2.4
Scenario 3: Intra-UE UL Prioritization: Resource Conflict between Dynamic Grants

In this scenario, a UE sequentially receives two dynamic grants from the gNB for uplink transmission with overlapped PUSCH resources in time. For such cases, currently there is no existing mechanism or rules for the UE to determine how to handle prioritization of these two grants. 

5.2.5
Scenario 4: Intra-UE UL Prioritization – Resource Conflict between Control Information and Control Information
In this scenario, a UE needs to conduct uplink transmission of control information such as SR, HARQ feedback and CSI associating to a prioritized traffic at the same time as the on-going uplink transmission of control information for other traffics with lower priority levels, to reduce the resultant latency. 

5.2.6
Scenario 5: Intra-UE UL Prioritization – Resource Conflict between Control Information and Data
In this scenario, a UE needs to conduct uplink transmission of control information such as SR, HARQ feedback and CSI associating to a prioritized traffic at the same time as the on-going uplink transmission of data for other traffics with lower priority levels, to reduce the resultant latency.
5.3
Solutions for uplink intra-UE prioritization/multiplexing
Editor’s note: RAN2 is main responsible group, but potential PHY layer impacts and solutions should be analysed by RAN1
5.4
Solutions for downlink intra-UE prioritization/multiplexing
Editor’s note: RAN2 is main responsible group, but potential PHY layer impacts and solutions should be analysed by RAN1
6
Time Sensitive Networking
6.1
General
This section contains explanation on what TSN networking is and how it can be supported using 5G/NR technologies as well as analysis of the potential TSN specific enhancements of NR such has accurate reference timing delivery, QoS/scheduling enhancements and Ethernet header compression. It also contains an evaluation of NR with respect to performance and synchronization accuracy requirements as defined in [3].

6.2
TSN use cases, scenarios and architectures

Editor’s note: RAN3 responsibility
6.3
TSN performance evaluation
6.3.1
Requirements
Editor’s note: RAN2 responsibility
The following requirements extracted from [3] are the baseline for the TSN performance evaluation by RAN WGs:

Table 6.3.1-1 Use cases and requirements considered for TSN requirements evaluation

	Case
	#UE
	Communications service availability
	Transmit period
	Allowed E2E latency
	Survival time
	Packet size
	Service area
	Traffic periodicity
	Use case

	I
	20
	99,9999% to 99,999999%
	0.5 ms
	≤ Transmit period
	Transmit period
	50 bytes
	15 m x 15 m x 3 m
	Periodic
	Motion control and control-to-control use cases

	II
	50
	99,9999% to 99,999999%
	1 ms
	≤ Transmit period
	Transmit period
	40 bytes
	10 m x 5 m x 3 m
	Periodic
	Motion control and control-to-control use cases

	III
	100
	99,9999% to 99,999999%
	2 ms
	≤ Transmit period
	Transmit period
	20 bytes
	100 m x 100 m x 30 m
	Periodic
	Motion control and control-to-control use cases


The following assumptions are made with respect to TSN performance requirements analysis:

· reliability targets going beyond 99.9999% can be achieved by higher layer redundancy (e.g. PDCP duplication) and it is not required to analyse whether those can be met on PHY layer

· it is assumed that delay introduced by network interfaces in TSN deployments is negligible

· packet arrival jitter is not to be considered in performance evaluation (i.e. RAN-level analysis focuses on whether the maximum latency target can be met while de-jittering is handled by higher protocol layers)

The requirements for clock synchronization can be found in sections 8.1.6.1 and 8.1.6.2 of [3]. It should be noted though that in the normative specifications, i.e. TS 22.104 [x], only the first two cases with more stringent requirements were captured and the evaluation should focus on them:

Table 6.3.1-2 Clock synchronisation service performance requirement (source: 3GPP TS 22.104)

	Clock  synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	Synchronisation clock synchronicity requirement 
	Service area 
	Scenario

	1
	 Up to 300 UEs
	< 1 µs

	≤ 100 m2
	· Motion control

· Control-to-control communication for industrial controller

· Smart Grid: synchronicity between the entities



	 2
	Up to 10 UEs
	< 10 µs
	≤ 2500 m2
	· High data rate video streaming


Editor’s note: It is FFS (to be confirmed by SA1/SA2) whether <1 us synchronicity requirement is meant for both intra- and inter-gNB cases and whether <1 us synchronicity requirement is meant for UE to UE synchronization in addition to UE to gNB synchronization.
6.3.2
Physical layer aspects
Editor’s note: RAN1 responsibility
6.3.3
Protocol aspects
Editor’s note: RAN2 responsibility
6.3.4
Radio access network aspects
Editor’s note: RAN3 responsibility
6.4
Accurate reference timing provisioning
Editor’s note: RAN2 responsibility with potential network interfaces impacts handled by RAN3

6.5
QoS and scheduling enhancements
Editor’s note: RAN2 responsibility with potential PHY impacts handled by RAN1

6.5.1
Overview of traffic characteristics in TSN use cases

In TSN use cases, e.g. in a future factory environment, the UEs need to handle a mixture of the following different traffic:
· multiple periodic streams, of different periodicities, of critical priority, for example multiple TSN streams coming from different applications; 
· aperiodic critical priority traffic that is the result of critical events, like alarms, safety detectors that need to be informed about the occurrence of a critical event; 
· best effort type of traffic such as eMBB traffic, internet traffic, or any other traffic supporting factory operations.
6.6
Ethernet header compression
6.6.1
Scenario and benefits assessment

Editor’s note: RAN2 responsibility 
6.6.2
Potential solutions
Editor’s note: RAN2 responsibility
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